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ABSTRACT OF DISSERTATION

Generalized Feature Embedding Learning for

Clustering and Classification

Data comes in many different shapes and sizes. This may include,
numerical, categorical, and text. In order to be able to model this
data with machine learning algorithms, it is required that the data
is typically in numeric form. Therefore, for data that is not originally
numerical, it must be transformed to be able to be used as input
into these algorithms. Along with this transformation, it is often
desirable to reduce the number of features that are being trained
in a model to eliminate noise and reduce time in training. This
problem of high dimensionality can be approached through
feature selection, feature extraction, or feature embedding. This
dissertation focuses on feature extraction and embedding which
are techniques that utilize a mathematical transformation of the
data into a represented space. As a byproduct of using a new
representation, we are able to reduce the dimension greatly
without sacrificing performance. We are motivated to illustrate a
methodology that can be applied to any data type with little pre-
processing. The methods we develop can be applied in
unsupervised, supervised, incremental, and deep learning
contexts. Using 28 benchmark datasets we are able to show the
efficacy of our method when compared to baseline. The
techniques we develop contribute to the field of dimension
reduction and feature embedding. This is accomplished by three
main vital components. The first being a class partitioned row and

feature product representation of one-hot encoded data.
Secondarily, the derivation of a weighted adjacency matrix based
on class label relationships. Finally, by the inner product of these
aforementioned values, we are able to condition the one-hot
encoded data generated from the original data prior to
eigenvector decomposition. The use of class partitioning and
adjacency enable subsequent projections of the data to be trained
more effectively when compared side-to-side to baseline
algorithm performance.
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